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Under construction ...

● This is new course content.
● We are always happy about feedback, corrections and suggestions.
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Deep Learning is everywhere
• Speech/text 

• From images

3
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Interest in Deep Learning

4
Source: DEEP LEARNING: A REVIEW (R. Vargas et al), https://trends.google.com/trends

Growth of the number of publications in Deep Learning, Sciencedirect
database (Jan 2006-Jun 2017)

https://trends.google.com/trends
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Topic overview

5

• Neural Networks and Deep Learning
• Improving DNN: Hyperparameter tuning, regularization, 

optimization
• Convolutional Neural Networks (CNN)
• CNN popular architectures
• Sequence Models/Recurrent neural networks (RNN)
• Beyond the basics (object detection and segmentation)
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Today
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• Neural Networks and Deep Learning
• Why Deep Learning (motivation)
• Computational Graphs
• Artificial Neurons
• Forward propagation
• Activation functions for non-linearity
• Back propagation
• Loss-functions
• History of Deep Learning
• Deep learning frameworks

• Improving DNN: Hyperparameter tuning, regularization, optimization
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Deep Learning Material
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Books:
• https://www.deeplearningbook.org/
• http://neuralnetworksanddeeplearning.com/

Online Course from MIT:
• http://introtodeeplearning.com/

Online course from Stanford University:
• https://www.coursera.org/specializations/deep-learning?

https://www.deeplearningbook.org/
http://neuralnetworksanddeeplearning.com/
http://introtodeeplearning.com/
https://www.coursera.org/specializations/deep-learning?
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What is Deep Learning?

8
Source: http://introtodeeplearning.com/

Bishop, Preface: "Pattern recognition has its origins in engineering, 
whereas machine learning grew out of computer science. However, 
these activities can be viewed as two facets of the same field ".

http://introtodeeplearning.com/
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Why now?

9

1. Big Data
○ Larger Datasets
○ Easier Data collection and Storage

1. Hardware
○ Graphics cards
○ Parallelizable algorithms

1. Software
○ Open source toolboxes
○ Open source and pre-trained models
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Why is Deep Learning taking off?

10
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Big Data Example: ImageNet Dataset

11
Source: http://introtodeeplearning.com/ and http://www.image-net.org/search?q=banana

14 million images divided into 21.841 categories

Definition: elongated crescent-shaped yellow fruit with soft sweet flesh.

1409 pictures of bananas!

http://introtodeeplearning.com/
http://www.image-net.org/search?q=banana
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ImageNet Dataset

12
Source: http://introtodeeplearning.com/

Classification task: produce a list of object categories present in an image from 1000 
categories.

“Top 5 error”: rate at which the model does not output correct label in top 5 predictions.

http://introtodeeplearning.com/
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ImageNet Dataset
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Source: http://introtodeeplearning.com/

http://introtodeeplearning.com/
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Classification vs Detection
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What is a Deep Neural Network?

15

● What is inside the “magical black box”?

Source: https://www.learnopencv.com/neural-networks-a-30000-feet-view-for-beginners/

https://www.learnopencv.com/neural-networks-a-30000-feet-view-for-beginners/
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What is a Deep Neural Network?

16

● An Artificial Neural Network consist of simple elements called neurons.

● A neuron can make a simple mathematical decision.

● By combining neurons we can analyze complex problems.

Shallow Artificial 
Neural Network

Deep Artificial Neural Network:
more than 1 hidden layer

Forward
Backward
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Network of Neurons - Computational graph

17

A computational graph is a directed graph where the nodes correspond to
operations or variables. Variables can feed their value into operations, and
operations can feed their output into other operations.

This way, every node in the graph defines a function of the variables.

Directed graph Computational Graph
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Computational graph

18

Graphically visualize the computation of a function using a directed graph

Forward: Compute function output
Backward: Compute gradients (partial derivatives)

Example: Goal is to compute the function J

Source: https://www.coursera.org/learn/neural-networks-deep-learning/

Backward: Compute gradients Example on whiteboard

The chain rule: 

https://www.coursera.org/learn/neural-networks-deep-learning/
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Computational graph - Linear Regression

19

Representing linear regression in a computational graph.
Example with regression on a 1D dataset:

Source: https://www.coursera.org/learn/neural-networks-deep-learning/

https://www.coursera.org/learn/neural-networks-deep-learning/
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Computational graph - Linear Regression

20

Representing linear repression in a computational graph.
Example with regression on a 1D dataset:

Source: https://www.coursera.org/learn/neural-networks-deep-learning/

1

Weights are represented on the edges between nodes.

https://www.coursera.org/learn/neural-networks-deep-learning/
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Computational graph - Logistic Regression

21

Representing logistic regression classification in a computational graph.
Logistic regression on a 2D dataset:

Source: https://www.coursera.org/learn/neural-networks-deep-learning/

1

https://www.coursera.org/learn/neural-networks-deep-learning/
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Architecture Design - Fully connected

Neural networks are organized into groups of units called layers. Most neural 
network architectures arrange these layers in a chain structure, with each layer 
being a function of the layer that preceded it.

Multi-layer networks are preferable over 3-layered networks because they often 
generalize better 

22
● The bias term is always set to 1 and shared among all the neurons in a layer.
● The bias is often left out in architecture visualizations.

1

Number of parameters in fully connected network:
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Backprop is not only Gradient Descent

23

Backpropagation “Backprop” refers to the process of backpropagating the error 
through a computational graph to compute the gradients.

Gradient Descent iterative optimization algorithm to find the minimum of a 
function. The algorithm takes steps proportional to the negative of the size of the 
gradient.

1. Loop until convergence, optimizing w

a. Compute gradients

b. Update weights,

2. Return weights w
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Gradient Descent
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Source:  http://introtodeeplearning.com/

● Take small steps in opposite direction of the gradient.

● Repeat until convergence.

http://introtodeeplearning.com/
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A Neuron modelled as a Perceptron

25

● The structural building block of Neural Networks.
● Perceptrons  are also referred to as “artificial neurons”, highlighting the 

original inspiration from biological neurons.

Estimate the weights w using 
gradient descent

A Neural network (feedforward network) is a function approximation machine that is designed to achieve 
statistical generalization, which occasionally draws some insight from what we know about the brain. 
Neural networks are NOT models of brain functions.
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Student example

26

Will I pass the pattern recognition exam?

#of lectures attended

cat owner?

#of exercise points

current weather

speaks danish?

SAT score

u

v

Linear algebra exam

y Pass/Fail?

Following the course?

Generally smart?
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Problem with the step function?

27

Gradient descent requires the activation function to be differentiable.

1. It is not differentiable at 0

2. 0 derivative everywhere else

The gradient will not give us any information about the direction to go.
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Linear activation functions

28

The linear function is differentiable everywhere.

Problem:

1. Can only model linear functions.
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Non-linear activation functions

29

Why do we need non-linearity in our graph?

To be able to estimate non-linear functions.
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Activation functions: Sigmoid

• Input is mapped into the range [0,1]  -> probabilistic interpretation
• Reduces the gradient for large inputs -> vanishing gradients

• With n layers, n small derivatives are multiplied together -> gradient 
decreases exponentially backwards through the layers.

• Small gradient -> weights and biases will not be updated.
30
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Activation functions: ReLU

• “Rectified linear unit”
• Efficient to compute
• Smaller risk of vanishing gradients

31
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Activation functions overview

32

● Identity/linear

● Binary step

● Logistic (Sigmoid)

● TanH

● Rectified Linear 
Unit (ReLU)

● Leaky ReLU

● Parametric ReLU

Activation function DerivativeName
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Example Training App - XOR problem

https://lecture-demo.ira.uka.de/neural-network-demo/

33

https://lecture-demo.ira.uka.de/neural-network-demo/
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Neural Network Loss Functions

34
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Quantifying Loss

35
Source:  http://introtodeeplearning.com/

The loss of a neural network measures the cost incurred from an incorrect prediction.
Measuring the error on a single training example.

Predicted: 0.1
Actual:       1

Prediction        true label

http://introtodeeplearning.com/
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Empirical Loss

36
Source:  http://introtodeeplearning.com/

The empirical loss measures the total loss over the entire dataset.
Usually computed as the mean of the losses. 
Also sometimes referred to as:

● Objective function
● Cost function
● Empirical Risk

Prediction        true label

http://introtodeeplearning.com/
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Mean Squared Error Loss

37
Source:  http://introtodeeplearning.com/

The mean squared error loss can be used with regression models that output 
continuous real numbers.

37True label             Prediction

Ex: final score prediction

http://introtodeeplearning.com/
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Binary Cross Entropy Loss

38
Source:  http://introtodeeplearning.com/

The cross entropy loss (as introduced with logistic regression) can be used with 
models that output a probability between 0 and 1.

Ex: passing probability

True label       Prediction True label 
Prediction

http://introtodeeplearning.com/
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Categorical Cross-entropy loss

39

Also often called Softmax Loss. It consist of a softmax activation plus the cross-
entropy loss. This can be used to output a probability over k classes.

Softmax function also known as softargmax or normalized exponential function:
Input k real numbers -> k probabilities proportional to the exponentials of the input 
numbers. 
After softmax, all components will add up to 1.
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Categorical Cross-entropy loss

41
Source:  http://introtodeeplearning.com/

Also often called Softmax Loss. It consist of a softmax activation plus the cross-
entropy loss. This can be used to output a probability over k classes.

Ex: cat, dog, other?

True label       Prediction True label 
Prediction

http://introtodeeplearning.com/
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Forward and Backward Propagation

42
Source:  https://www.coursera.org/learn/neural-networks-deep-learning

ReLU ReLU Sigmoid

ReLU ReLU Sigmoid
Gradient of 

input usually 
not needed

https://www.coursera.org/learn/neural-networks-deep-learning
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Intuition about deep representation

43
Source:  https://www.coursera.org/learn/neural-networks-deep-learning

https://www.coursera.org/learn/neural-networks-deep-learning
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Universal approximation theorem

Universal approximation theorem
A feedforward network with a single hidden layer containing a 
finite number of neurons can approximate any function, but the 
layer may be unfeasibly large and may fail to learn and generalize 
correctly. 

Using deeper models can reduce the number of units required to 
represent the function and reduce the generalization error.

44See “Neural Networks and Deep Learning, Michael Nielsen” for an intuitive discussion on that topic.
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History of Deep Learning

45

Modern feedforward networks is the culmination of centuries of progress.

● 17th century: Chain rule that underlies the back-propagation algorithm
● 19th century: Iteratively approximating the solution
● 1940s: Perceptron (linear)
● 1965: Multilayer perceptron
● 1989: LeNet - Handwritten character recognition (sigmoid activation

functions)
● 2006: Deep-learning renaissance due to datasets and computation power
● 2009: ImageNet (14M labeled images)
● 2012: AlexNet

The core ideas behind modern feedforward networks have not changed
substantially since the 1980s. The same back-propagation algorithm and the
same approaches to gradient descent are still in use.
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History of Deep Learning

46

Most improvements in neural networks performance from the 1980s to 2015 
can be attributed to two factors:

● Larger datasets: reduced the degree to which statistical generalization is a 
challenge for a neural network.

● Larger architectures due to more powerful computers and better software 
infrastructure.

Additional important algorithmic changes:

● Replacement of mean squared error (popular in 1980s and 1990s) with the 
cross-entropy loss function.

● Replacement of sigmoid activation function in hidden units with piecewise 
linear hidden units, such as ReLU.
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Deep Learning APIs

47

• Provide a high level API for learning neural networks (define 
models, load data, automated differentiation)
• Mostly python libraries (caffe is c++)
• For “standard” users these APIs have little difference in terms of 

what you can do with them
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Summary
• A neural network is represented as a computational graph.

• Each artificial neuron can be modelled as a perceptron.

• The choice of activation function is important to be differentiable and small derivatives 
should be avoided (vanishing gradients).

• Many different cost functions exists - most used is cross entropy for classification tasks.

• With Deep Learning libraries we only need to specify the forward pass.

49
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Credits
Books:
• https://www.deeplearningbook.org/
• http://neuralnetworksanddeeplearning.com/

Online Course from MIT:
• http://introtodeeplearning.com/

Online course from Stanford University:
• https://www.coursera.org/specializations/deep-learning?

Other

• cs231n.github.io
• appliedgo.net
• brohrer.github.io
• learnopencv.com

50

https://www.deeplearningbook.org/
http://neuralnetworksanddeeplearning.com/
http://introtodeeplearning.com/
https://www.coursera.org/specializations/deep-learning?

